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The rapid growth in e-commerce has led to a concomitant increase in consumers’ reliance on digital word-of-mouth to inform their choices. As such, there is an increasing incentive for sellers to solicit reviews for their products. Recent studies have examined the direct effect of receiving incentives or introducing incentive policy on review writing behavior. However, since incentivized reviews are often only a small proportion of the overall reviews on a platform, it is important to understand whether their presence on the platform has spillover effects on the unincentivized reviews which are often in the majority. Using the state-of-the-art language model, Bidirectional Encoder Representations from Transformers (BERT) to identify incentivized reviews and a natural experiment caused by a policy change on Amazon.com in October 2016, we conduct the generalized synthetic control (GSC) analyses to identify the spillover effects of banning incentivized reviews on unincentivized reviews. Our results suggest that there are positive spillover effects of the ban on the review frequency and helpfulness, while there are negative spillover effects on rating, sentiment, and images, suggesting that the policy stimulates more and helpful reviews in the short-run, and negative and shorter reviews with fewer images in the long-run. Thus, we find that the presence of incentivized reviews on the platform poisons the well of reviews for frequency and helpfulness of unincentivized reviews.
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1. Introduction

The rapid growth in e-commerce (eMarketer 2021) has led to a concomitant increase in consumers’ reliance on digital word-of-mouth to inform their choices. The relationship between product ratings and sales has been well documented (e.g., Chevalier and Mayzlin 2006, Kwark et al. 2021, Lu et al. 2013, Wang et al. 2016, Zhu and Zhang 2010), and as such, there is an increasing incentive for sellers to solicit, and perhaps bias, the reviews for their products.
Recent studies have examined the issue of incentivized reviews and found the effect of receiving incentives or introducing incentive policy on review writing behavior (see Table 1). Such studies have deepened our understanding of the direct effect of incentives on the reviews. However, such incentivized reviews are often only a small proportion of the overall reviews on a platform (Chew 2016). For example, before Amazon banned incentivized reviews on their platform, the proportion of self-disclosed incentivized reviews was only 0.3% in our identification. Thus, while it is informative to understand how incentives can potentially distort such reviews, it is also important to understand how their presence on the platform has spillover effects on the unincentivized reviews which are often in the majority.

To understand the spillover effects of incentivized reviews, we identified a natural experiment caused by a policy change on Amazon.com. In October 2016, Amazon, which had up to then allowed sellers to incentivize buyers to post reviews as long as the reviews self-disclosed themselves as having been incentivized, implemented a ban on such incentivized reviews and also deleted all the past self-identified incentivized reviews posted on Amazon.com (Perez 2016).

A significant challenge in estimating the effectiveness of such a policy is the difficulty of identifying the ground-truth about which reviews are incentivized. While we do not directly observe which reviews are incentivized, we adopt the state-of-the-art language model, Bidirectional Encoder Representations from Transformers (BERT) model (Devlin et al. 2019), to infer incentivized reviews. Trained on about 4,000 human-labeled training datasets from Qiao et al. (2020)\(^1\), our fine-tuned BERT model classifies incentivized reviews with high accuracy (Accuracy 96.31%, F1 score 96.14%, and AUC 98.55%, see Table 2 for more details).

To identify the causal effect of the ban on unincentivized reviews, we construct the control group as the products which had never received incentivized reviews and the treatment group as the products which had solicited and acquired incentivized reviews in the pre-treatment period. Based on the control and treatment groups built, we employ the generalized synthetic control (GSC) method (Xu 2017) to investigate the causal effect that this policy change has on the nature of subsequent reviews on the platform. Specifically, we examine the spillover effects of banning incentivized reviews on unincentivized reviews.

Our findings from the GSC analyses suggest that the policy banning incentivized reviews caused products to receive more reviews that are more helpful, but receive more negative and shorter reviews with fewer images. Additional analyses find that the effect on review frequency and helpfulness diminishes in the long-run while the effects on the rating, sentiment, length, and images persist for an extended time period.
Table 1  Summary of Empirical Studies on Monetary Incentives in Online Review Context

<table>
<thead>
<tr>
<th>Focus of the Study</th>
<th>Reviewer (Receiving Incentives)</th>
<th>Platform (Changing Incentive Policy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of the Effect</td>
<td>Direct</td>
<td>Khern-am-nuai et al. (2018) (Sec 5.2.1), Yu et al. (2022)</td>
</tr>
<tr>
<td></td>
<td>Spillover</td>
<td>Qiao et al. (2020)</td>
</tr>
</tbody>
</table>

2. Related Literature

Extant literature on the impact of monetary incentives on online reviews can be summarized into four quadrants using two dimensions as shown in Table 1. First, some studies have investigated the direct effect of receiving monetary incentives on individual reviewers (upper left quadrant). Reviewers who received monetary incentives posted fewer reviews without changing their review length (Khern-am-nuai et al. 2018). However, when reviewers received performance-contingent monetary incentives, they increased the number and length of reviews and wrote more helpful reviews (Yu et al. 2022).

Second, many studies have examined the direct effect of changing the monetary incentive policy on the platform level (upper right quadrant in Table 1). Introducing completion-contingent incentives had no effect on the review helpfulness, but providing reviewers performance-contingent incentives and requiring them to disclose sponsorship increased the review helpfulness and length of reviews (Wang et al. 2012). Also, introducing the policy to allow incentives to reviewers increased review volume, but the reducing monetary incentives for writing reviews decreased review volume and product sales (Wang et al. 2016). Similarly, monetary incentives induced more reviews, but did not increase the length of reviews, however informing reviewers of the number of reviews written by other customers increased the number of reviews and review length (Burtch et al. 2018). Finally, introducing incentives resulted in more positive reviews, but decreased the length and helpfulness of reviews (Khern-am-nuai et al. 2018).

Thus, while our understanding of the direct effect of incentives on the reviewers or the platform has matured, as yet little attention has been paid to the spillover effects of such incentives on unincentivized reviews and reviewers. One study in this area focuses on examining the effects of receiving incentives on the same reviewer’s subsequent unincentivized reviews (Qiao et al. 2020) (bottom left quadrant in Table 1). The study finds that receiving monetary incentives had spillover

1 We thank Dandan Qiao for generously providing us with the data from Qiao et al. (2020).
effects on incentivized reviewers’ subsequent unincentivized reviews, which were more frequent, positive, shorter, and of less linguistic effort.

Our study broadens the scope of spillover effects (1) by analyzing the entire unincentivized reviewer population who are often in the majority on most popular review platforms and (2) by examining the ban of incentivized reviews, which may not be symmetric with the introduction of incentivized reviews. Thus, understanding how the extinction of a small proportion of incentivized reviews may have spillover effects on the majority of unincentivized reviews is an important question that we answer in this study.

3. Data and Method
3.1. Institutional Settings
Prior to October 2016, Amazon used to allow sellers to provide incentives to customers in the form of free samples or discounted products in exchange for honest reviews (Burtch et al. 2018, Qiao et al. 2020). Following Federal Trade Commission (FTC) guidelines, Amazon set strict Community Guidelines for such incentivized reviews, requiring reviewers explicitly self-disclose the fact that they have received a free product or a discount in the form of a statement such as “I received this product either free or at a discount rate in exchange for my honest and unbiased review” embedded in the review text, as shown in Figure 1.

Originally, Amazon allowed these incentivized reviews, anticipating positive effects in that reviewers could write an honest, unbiased, and true opinion about the product and that incentivized reviews may help new sellers to increase their reputation or recognition on the crowded platform, i.e., to address the cold-start problem (Chew 2016). However, incentivized reviews are well-documented as being biased in favor of the seller offering the incentive (see Table 1). Therefore, Amazon decided to prohibit incentivized reviews on October 3, 2016 (Chew 2016, Perez 2016).

3.2. Data

Our primary data sources consist of Amazon review data and incentivized review data. Amazon review data is publicly available for academic research and contains over 200 million reviews from May 1996 to October 2018 (Ni et al. 2019). Since our focus is on identifying the impact of banning incentivized reviews, we select reviews posted from 8 weeks prior to, and until 24 weeks after, the policy implementation on October 3, 2016. The data includes review-related information such as ratings, text, and helpfulness votes and product-related information such as product descriptions, price, and category.

We also used incentivized review data used to train the machine learning model in Qiao et al. (2020) to help address a key operationalizational challenge, the identification of incentivized reviews among the entire review sample. The data contains about 4,000 manually-labeled reviews, among which half are incentivized reviews and the other half are unincentivized reviews (see Online Appendix II in Qiao et al. (2020)), and is used to fine-tune our machine learning model to identify the incentivized reviews. To examine the spillover effects of banning incentivized reviews, we go through three steps as illustrated in Figure 2.

3.3. Step 1: Identification of Incentivized Reviews

First, for identifying incentivized reviews, we use the state-of-the-art language model, BERT, which is known as one of the best performing models on various natural language processing tasks (Devlin et al. 2019). Applying the BERT model consists of two parts: pre-training and fine-tuning as shown in Figure 3. During pre-training done by Google, developers used 16 GB of text data including 800 million words from the Books corpus and 2,500 million words from the English Wikipedia for
various BERT models with different architectures, and saved these pre-trained models on the model hub. Among various BERT model architectures, we adopted the BERT LARGE model which has 24 layers, 1024 hidden nodes, and 340M parameters for our research.

During the fine-tuning step we performed, the BERT model is first initialized with the pre-trained parameters, and these parameters are fine-tuned with our manually-labeled incentivized review data from Qiao et al. (2020). We split the data into training, validation, and test sets (72%, 18%, and 10% respectively), iteratively validating and fine-tuning the model to achieve the best performance. Cross-validation results in Table 2 show that our fine-tuned model can classify incentivized reviews with high accuracy (Accuracy 96.31%, F1 score 96.14%, and AUC 98.55%).

With the final trained model, we classify the incentivized reviews among the entire Amazon review sample. Considering that our training dataset is sentence-level, we split each Amazon review into sentences, predict whether each sentence is incentivized or not, and aggregate it into review-level. Our identification shows that before the banning the incentivized reviews, there were 7,082 incentivized reviews out of 2,367,103 reviews, showing that the proportion of self-disclosed incentivized reviews was only 0.3% aligning with the announcement from Amazon.com that “incentivized reviews make up only a tiny fraction of the tens of millions of reviews on Amazon” (Chew 2016).
Table 2 Performance of BERT Model

<table>
<thead>
<tr>
<th>Epochs</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9570</td>
<td>0.9751</td>
<td>0.9362</td>
<td>0.9552</td>
<td>0.9889</td>
</tr>
<tr>
<td>2</td>
<td>0.9583</td>
<td>0.9624</td>
<td>0.9521</td>
<td>0.9572</td>
<td>0.9794</td>
</tr>
<tr>
<td>3</td>
<td>0.9583</td>
<td>0.9751</td>
<td>0.9388</td>
<td>0.9566</td>
<td>0.9758</td>
</tr>
<tr>
<td>4</td>
<td>0.9622</td>
<td>0.9651</td>
<td>0.9574</td>
<td>0.9613</td>
<td>0.9790</td>
</tr>
<tr>
<td>Testing</td>
<td>0.9631</td>
<td>0.9444</td>
<td>0.9791</td>
<td>0.9614</td>
<td>0.9855</td>
</tr>
</tbody>
</table>

Figure 4 Trend of Incentivized Reviews Proportions in Our Sample Period

3.4. Step 2: Filtration of Incentivized Reviews

In the second step, given the identification of incentivized reviews, we filter them out to investigate the spillover effects of banning incentivized reviews on unincentivized reviews. Figure 4 represents the distribution of incentivized reviews across the time period and shows that incentivized reviews are heavily identified before the policy ban as we expected. Specifically, we filtered 13,688 incentivized reviews identified in the first step out of 11,135,817 reviews in our entire sample period.

3.5. Step 3: Construction of Control and Treatment Groups

Finally, we construct control and treatment groups to estimate the spillover effects of banning incentivized reviews on unincentivized reviews using GSC approach. We build a control group with unincentivized products and a treatment group with incentivized products which are also viewed by the customers who viewed the products in the control group. We use unincentivized products as the control group because the sellers did not provide incentives to buyers to write reviews or recruit incentivized reviewers from third-party platforms in the pre-treatment period and hence, they are unaffected by the policy banning incentivized reviews. The co-viewed incentivized products, on the
Table 3  Summary Statistics of Control and Treatment Groups

<table>
<thead>
<tr>
<th>Variable</th>
<th>Group</th>
<th>N</th>
<th>Mean</th>
<th>St. Dev</th>
<th>Min</th>
<th>Med</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating</td>
<td>Control</td>
<td>18,879</td>
<td>4.22</td>
<td>1.05</td>
<td>1</td>
<td>4.67</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Treatment</td>
<td>2,750</td>
<td>4.21</td>
<td>1.14</td>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Sentiment</td>
<td>Control</td>
<td>18,879</td>
<td>0.48</td>
<td>0.36</td>
<td>-1</td>
<td>0.568</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Treatment</td>
<td>2,750</td>
<td>0.52</td>
<td>0.39</td>
<td>-0.99</td>
<td>0.625</td>
<td>1</td>
</tr>
<tr>
<td>Length</td>
<td>Control</td>
<td>18,879</td>
<td>35.10</td>
<td>45.6</td>
<td>1</td>
<td>23.7</td>
<td>1,957</td>
</tr>
<tr>
<td></td>
<td>Treatment</td>
<td>2,750</td>
<td>40.00</td>
<td>56.2</td>
<td>1</td>
<td>24</td>
<td>2,088</td>
</tr>
<tr>
<td>Images</td>
<td>Control</td>
<td>18,879</td>
<td>0.02</td>
<td>0.256</td>
<td>0</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Treatment</td>
<td>2,750</td>
<td>0.06</td>
<td>0.457</td>
<td>0</td>
<td>0</td>
<td>23</td>
</tr>
<tr>
<td>Frequency</td>
<td>Control</td>
<td>18,879</td>
<td>4.06</td>
<td>7.97</td>
<td>1</td>
<td>2</td>
<td>465</td>
</tr>
<tr>
<td></td>
<td>Treatment</td>
<td>2,750</td>
<td>2.11</td>
<td>2.46</td>
<td>1</td>
<td>1</td>
<td>73</td>
</tr>
<tr>
<td>Helpfulness</td>
<td>Control</td>
<td>18,879</td>
<td>0.81</td>
<td>4.87</td>
<td>0</td>
<td>0</td>
<td>577</td>
</tr>
<tr>
<td></td>
<td>Treatment</td>
<td>2,750</td>
<td>0.89</td>
<td>3.87</td>
<td>0</td>
<td>0</td>
<td>208</td>
</tr>
</tbody>
</table>

*Note.* Summary statistics are product-week level.

other hand, can be affected by the policy because the reviews for incentivized products consist of both incentivized and unincentivized ones.

We define an *co-viewed incentivized product* as a product if (1) 10% or more of its reviews in the pre-treatment period are classified as *incentivized reviews* and (2) *co-viewed* with the focal unincentivized products. Specifically, we identified the incentivized products in the list of co-viewed products from the unincentivized products or vice versa to find closely related control and treatment groups. Additionally, we restricted both control (unincentivized) and treatment (incentivized) groups to products which receive at least 10 reviews in 6 months before the ban.

Our final control group has 18,879 unincentivized products and the treatment group has 2,750 co-viewed incentivized products. Table 3 presents the comparison of weekly-level descriptive statistics of dependent variables between the control and treatment groups. The first week of the post-treatment period data was dropped to estimate the effect of policy implementation accurately.

4. Hypotheses Development

In this section, we develop hypotheses regarding the spillover effects of banning monetary incentives on unincentivized reviews for previously incentivized products based on four review measurements and two possible directions. First, we adopt the four widely used measurements of reviews: review valence, reviewers’ effort, review quantity, and review quality. Second, banning incentivized reviews can affect subsequent unincentivized reviews in two opposite directions: positive or negative spillover effects. Finally, incentivized products have two types of reviewers: incentivized or unincentivized reviewers.
4.1. Effect on Review Valence and Reviewers’ Effort

Review valence measures suggest reviewers’ experience of products (Khern-am-nuai et al. 2018). We use rating (Chintagunta et al. 2010, Khern-am-nuai et al. 2018, Qiao et al. 2020), and sentiment of review (Khern-am-nuai et al. 2018, Qiao et al. 2020) as review valence measures in our study. Similarly, we adopt review length, i.e., word count (Mudambi and Schuff 2010, Khern-am-nuai et al. 2018, Qiao et al. 2020), and images, i.e., the number of images as reviewers’ level of effort.

Based on the discussion of the extant literature on the effect of monetary incentives on online reviews in Section 2, due to the negative effect of monetary incentives on intrinsic motivation, incentivized reviewers write short unincentivized reviews (Khern-am-nuai et al. 2018, Qiao et al. 2020). Therefore, we posit that banning monetary incentives increases intrinsic motivation, and increased motivation can lead to a higher level of effort from incentivized reviewers.

Regarding unincentivized reviewers, we can expect similar outcomes. As incentivized reviews include an explicit statement of disclosing their sponsorship from sellers as presented in Figure 1, unincentivized reviewers can easily identify the marketing intent of reviews. In this case, unincentivized reviewers can question the credibility and objectivity of reviews, raise mistrust on the platform (Boush et al. 1994, Campbell and Kirmani 2000, Friestad and Wright 1995), and disregard the positive information in the reviews (Awad and Ragowsky 2008, Brown and Krishna 2004). As a result, with the presence of incentivized reviews, customers will take caution during information processing (Kramer 1998, Nickerson 1998). However, if the monetary incentives are banned and all incentivized reviews are deleted, we can expect that customers recover trust and become less conservative, leading to a higher level of effort into review writing behavior and increasing the valence of their reviews.

Hypothesis 1a: Review valence (measured by rating and sentiment) and reviewers’ effort (measured by length and images) for the previously incentivized products will increase after banning incentivized reviews.

However, it is possible that banning incentivized reviews may cause the opposite effect. Incentivized reviewers write more positive unincentivized reviews due to an elevated feeling of being controlled and a receded feeling of autonomy (Qiao et al. 2020) or due to the reciprocity affecting reviewers’ transformation process between the experience of a product and the review writing behavior (Khern-am-nuai et al. 2018). Therefore, we postulate that banning monetary incentives increases the feeling of autonomy, decreases the feeling of being controlled, or alleviates the feeling of reciprocity. As a result, incentivized reviewers decrease the valence of reviews after the ban.
Also, reviewers who no longer receive the incentives after the ban can lose motivation to write reviews, making them put less effort to write reviews.

Similarly, unincentivized reviewers decrease the valence. Extant literature documents that ratings show a declining trend (Li and Hitt 2013, Wu and Huberman 2008, Moon et al. 2010, Moe and Trusov 2011, Godes and Silva 2012) in general. Therefore, in the absence of incentivized reviews after the ban, we can expect that unincentivized reviewers decrease the valence of reviews and their effort.

**Hypothesis 1b**: Review valence (measured by rating and sentiment) and reviewers’ effort (measured by length and images) for the previously incentivized products will decrease after banning incentivized reviews.

### 4.2. Effect on Review Quantity

Review quantity measure implies the reviewer’s engagement (Qiao et al. 2020) and we use frequency, i.e., the number of reviews (Qiao et al. 2020), as a review quantity measure in our study. In the same vein as above, we derive two competing hypotheses for review quantity.

Based on the findings from the literature in Section 2, reviewers write fewer unincentivized reviews (Qiao et al. 2020) and overall reviews (Khern-am-nuai et al. 2018) after receiving incentives. In addition, the substitution effect, which incentivized reviewers write unincentivized reviews instead of incentivized reviews, may occur because of their difficulty in writing incentivized reviews after the ban. Therefore, we expect that the ban on incentivized reviews on the platform induces more reviews.

**Hypothesis 2a**: Review quantity (measured by frequency) for the incentivized products will increase after banning monetary incentives.

However, we can also present the opposite hypothesis for banning incentivized reviews on review quantity. Reviewers write more reviews after introducing a monetary incentive policy on the platform (Burtch et al. 2018) and write fewer reviews after reducing monetary incentives for writing reviews (Wang et al. 2016). Also, reviewers who lose their monetary incentives after the ban can be less motivated to write reviews, making them write fewer reviews. Therefore, we can posit that banning monetary incentives for writing reviews decreases the frequency of reviews.

**Hypothesis 2b**: Review quantity (measured by frequency) for the incentivized products will decrease after banning monetary incentives.
4.3. Effect on Review Quality

The helpfulness of reviews presents “the diagnostic value of review for decision-making” (pp. 1059, Yin et al. 2021) and is measured by helpful votes (Ghose and Ipeirotis 2011, Khern-am-nuai et al. 2018) as a review quality measure in our study.

Review helpfulness is contingent on other review characteristics such as rating (Mudambi and Schuff 2010, Chua and Banerjee 2016, Eslami et al. 2018), sentiment (Schindler and Bickart 2012, Salehan and Kim 2016, Yin et al. 2016), length (Mudambi and Schuff 2010, Ghose and Ipeirotis 2011, Schindler and Bickart 2012, Eslami et al. 2018), product type (Chua and Banerjee 2016), information quality (Chua and Banerjee 2016), product information (Schindler and Bickart 2012), emotion (Yin et al. 2014, 2021), and so on.

Moreover, existing literature on monetary incentives in online reviews presented in Table 1 shows the mixed findings on the effect of receiving monetary incentives or introducing incentive policy generally on review helpfulness: no effect (Wang et al. 2012, Qiao et al. 2020), positive effect when performance-contingent incentives are provided (Wang et al. 2012, Yu et al. 2022), and negative effect (Khern-am-nuai et al. 2018). Considering our competing hypotheses developed for rating, sentiment, length, and images, and the mixed findings from literature, we derive the last two hypotheses on review helpfulness.

**Hypothesis 3a:** Review quality (measured by helpfulness) for the incentivized products will increase after banning monetary incentives.

**Hypothesis 3b:** Review quality (measured by helpfulness) for the incentivized products will decrease after banning monetary incentives.

5. Empirical Analyses and Results

5.1. Generalized Synthetic Control Methods

We employ the generalized synthetic control (GSC) method (Xu 2017) to examine the spillover effects of banning incentivized reviews on the nature of subsequent unincentivized reviews on the platform. GSC method integrates the interactive fixed effects (IFE) model (Bai 2009) and the synthetic control (SC) method (Abadie et al. 2010, 2015) and is widely adopted in recent studies from information systems (He et al. 2020, Pattabhiramaiah et al. 2021, Wang et al. 2021, Chen et al. 2022) and marketing (Guo et al. 2020, Puranam et al. 2021). GSC method has several advantages: (1) it allows a large number of treated units, which are incentivized products in our study, (2) it generates synthetic control units from multiple control units by matching outcomes in the pre-treatment period like SC method, and (3) it includes the interactive fixed effects to alleviate the time-varying confounders like IFE model.
We perform the GSC analysis with the following specification:

\[ DV_{it} = \delta_{it}Treat_i After_t + X_{it}\beta + \lambda'_i f_t + \epsilon_{it} \]  

(1)

where \( DV_{it} \) represents the dependent variable of interest including Rating, Sentiment, Length, Images, Frequency, and Helpfulness which are the weekly-level mean rating of reviews, mean sentiment of reviews, mean number of the word in reviews, mean number of images posted in reviews, number of reviews, and mean number of helpful votes for reviews for each product \( i \) and week \( t \), respectively. \( After_t \) is a dummy variable equal to 1 if the review is written after the policy ban and 0 otherwise, \( Treat_i \) is a dummy variable equal to 1 if the review is written for products incentivized in the pre-treatment period and 0 otherwise. The coefficient \( \delta_{it} \) for the interaction term is the parameter of interests, which represents the spillover effects of the policy ban on the dependent variables.

In addition, \( X_{it} \) is a vector of observed covariates from product information such as price, category, and brand and \( \beta \) is a vector of the corresponding estimates. \( f_t \) is a vector of unobserved common factors and \( \lambda'_i \) is a vector of unknown factor loadings, which are obtained by the cross-validation performance of pre-treatment period fit (see Xu (2017) for more details). Note that \( \lambda'_i f_t = \lambda_{i1} f_{1t} + \lambda_{i2} f_{2t} + ... + \lambda_{ir} f_{rt} \) and, when \( r=2 \), \( f_{1t} = 1 \), and \( \lambda_{i2} = 1 \), \( \lambda'_i f_t \) becomes \( \lambda_{i1} + f_{2t} \) where \( \lambda_{i1} \) representing the product fixed effect and \( f_{2t} \) representing the week fixed effect are the special cases of a two-way fixed-effects specification. \( \epsilon_{it} \) represents the error term.

5.2. Main Results

The results of the GSC analysis for each dependent variable are shown in Table 4. The coefficients of the interaction terms for the Sentiment, Length, and Images are negative and significant (Columns 2, 3, 4), suggesting that after banning incentivized reviews, previously incentivized products receive lower review valence and less effort by the reviewers (i.e., shorter, fewer images). However, the

| Table 4 | GSC Estimation Results for 8 Weeks Prior and After Ban |
|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| Dependent Variables | (1) Rating | (2) Sentiment | (3) Length | (4) Images | (5) Frequency | (6) Helpfulness |
| Treat × After | -0.0353 | -0.0322*** | -11.0696*** | -0.0420*** | 0.4211** | 0.2714* |
| (0.0309) | (0.0119) | (1.4759) | (0.0076) | (0.1673) | (0.1560) |
| Week Fixed Effects | Yes | Yes | Yes | Yes | Yes | Yes |
| Product Fixed Effects | Yes | Yes | Yes | Yes | Yes | Yes |
| Number of Treatments | 319 | 319 | 319 | 319 | 319 | 319 |
| Number of Controls | 8,276 | 8,276 | 8,276 | 8,276 | 8,276 | 8,276 |

Note. ***p < 0.01; **p < 0.05; *p < 0.1.
coefficients of the interaction terms for the Frequency and Helpfulness are positive and significant (Columns 5, 6), suggesting that the policy caused incentivized products to receive more and helpful unincentivized reviews. Finally, there are no significant coefficients for Rating (Column 1). Overall, we can find that the negative spillover effects on valence and effort of unincentivized reviews for incentivized products, while the positive spillover effects of banning incentivized reviews on quantity and quality of unincentivized reviews.

Moreover, the estimates show that the treatment effect is economically meaningful. The negative coefficients of the interaction terms show that the policy caused the 4% decrease in the sentiment, the 28% decrease in review length, and the 72% decrease in the number of attached images, while the positive coefficients of the interaction terms show that the policy caused the 20% increase in the review count and 30% increase in the helpfulness score of unincentivized reviews for incentivized products. Table 5 summarizes the results of hypothesis testing.

5.3. Temporal Time Trends after Treatment

We further investigate the temporal nature of the treatment effect of the policy banning incentivized reviews. In the review manipulation context, soliciting fake reviews leads to a significant increase in average rating and sales rank but the effect is short-lived (Proserpio et al. 2020). Moreover, all types of review manipulation have short-term benefits, but excessive manipulation leaves cues of alteration and raises suspicions, leading to a negative effect on product performance (Zhuang et al. 2018). Similarly, a sequential effect of online reviews has also been found. Subsequent negative feedback ratings arrive more rapidly than the first one (Cabral and Hortacsu 2010) and the decrease in rating remains after controlling for time, reviewer, and product effects (Godes and Silva 2012).

To distinguish the short- and long-term effects of the policy, we replicate our analysis with different periods: 16 weeks and 24 weeks after the policy implementation. The results of GSC analyses for each dependent variable are shown in Table 6. The coefficients of the interaction term for Rating, Sentiment, Length, and Images are negative and significant across the two panels (Columns 1, 2, 3, 4), suggesting that the effects persist for an extended time period after the ban.
Table 6  GSC Estimation with Different Time Periods

<table>
<thead>
<tr>
<th>Dependent Variables</th>
<th>(1) Rating</th>
<th>(2) Sentiment</th>
<th>(3) Length</th>
<th>(4) Images</th>
<th>(5) Frequency</th>
<th>(6) Helpfulness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: 8 Weeks Before and 16 Weeks After Ban</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treat × After</td>
<td>-0.0771***</td>
<td>-0.0398***</td>
<td>-12.1047***</td>
<td>-0.0504***</td>
<td>0.1596</td>
<td>0.2609*</td>
</tr>
<tr>
<td></td>
<td>(0.0244)</td>
<td>(0.0090)</td>
<td>(1.2999)</td>
<td>(0.0071)</td>
<td>(0.1856)</td>
<td>(0.1381)</td>
</tr>
<tr>
<td>Week Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Product Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of Treatments</td>
<td>323</td>
<td>323</td>
<td>323</td>
<td>323</td>
<td>323</td>
<td>323</td>
</tr>
<tr>
<td>Number of Controls</td>
<td>10,696</td>
<td>10,696</td>
<td>10,696</td>
<td>10,696</td>
<td>10,696</td>
<td>10,696</td>
</tr>
<tr>
<td>Panel B: 8 Weeks Before and 24 Weeks After Ban</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treat × After</td>
<td>-0.0678***</td>
<td>-0.0426***</td>
<td>-12.7857***</td>
<td>-0.0513***</td>
<td>0.2274</td>
<td>0.2489</td>
</tr>
<tr>
<td></td>
<td>(0.0227)</td>
<td>(0.0082)</td>
<td>(1.1034)</td>
<td>(0.0058)</td>
<td>(0.1710)</td>
<td>(0.2307)</td>
</tr>
<tr>
<td>Week Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Product Fixed Effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of Treatments</td>
<td>323</td>
<td>323</td>
<td>323</td>
<td>323</td>
<td>323</td>
<td>323</td>
</tr>
<tr>
<td>Number of Controls</td>
<td>12,135</td>
<td>12,135</td>
<td>12,135</td>
<td>12,135</td>
<td>12,135</td>
<td>12,135</td>
</tr>
</tbody>
</table>

Note. ***p < 0.01; **p < 0.05; *p < 0.1.

Notably, the coefficient of the interaction term for Frequency is insignificant across two panels (Column 5) and the interaction term for Helpfulness becomes insignificant in the second panel (Column 6), suggesting that the effect did not last long. Also, we plot the estimated average treatment effect on the treated and the counterfactual for each dependent variable in Figure 5.

6. Conclusion

6.1. Theoretical Contributions

Our study contributes to the literature on the impact of monetary incentives on online product reviews. First, our study broadens the scope of the effects of monetary incentives on online reviews. Previous literature investigated the direct effect of monetary incentives on online reviews by focusing on the introduction of an incentive policy (Wang et al. 2012, 2016, Burtch et al. 2018, Khern-am-nuai et al. 2018, Yu et al. 2022) or the spillover effect within incentivized reviewers on their subsequent unincentivized review characteristics (Qiao et al. 2020). We expand the scope by analyzing the spillover effect of banning incentivized reviews, which is not a symmetric effect of introducing incentivized reviews, on all unincentivized reviews which account for the majority of review platforms. We find empirical evidence that, even when present in small numbers, incentivized reviews ‘poison the well’ of reviews, and that banning them stimulates more unincentivized reviews that are more helpful.

Second, we add the results to the literature that review manipulation has short-term effects (Proserpio et al. 2020, Zhuang et al. 2018), by finding that the effects of banning incentivized
reviews differ in the short vs. long-run. The positive effects on review frequency and helpfulness diminish shortly while the negative effects on review rating, sentiment, length, and images last for an extended time period.

6.2. Managerial Implications

Our study also yields important managerial implications regarding the trust of users in the review platform. Monetary incentive policies for reviews have become prevalent on e-commerce websites and review platforms to attract more reviews to enrich their ecosystem or to solve the cold-start problem on their platform. However, platform managers should be alert to the possibility of the negative effect of introducing an incentive policy where allowing incentivized reviews on the platform
can lower overall trust in the review platform, which in turn can cause lower effort by unincentivized reviewers to write more informative and helpful reviews. Our empirical evidence suggests that incentivized reviews ‘poison the well’ of reviews.

Our results can also provide guidance to platform managers who have already introduced the incentive policy and are suffering from low-quality, uninformative, and unhelpful reviews on their platform by showing the positive spillover effects of one simple strategy the platform can implement to increase the frequent and helpful reviews: to ban incentivized reviews.

6.3. Limitations and Future Directions
We acknowledge the limitations of this study. First, because of the lack of sales data, we cannot estimate the effect of the policy banning incentivized reviews on product sales. Second, future research can probe how the policy change affects individual reviewers’ psychological status such as trust or review writing behavior with lab experiments to more fully explore the mechanism driving the observed phenomena. Finally, our study does not differentiate effects on product types (e.g., niche vs. popular products; search vs. experience goods), as well as on reviewer types such as incentivized or unincentivized reviewers. These limitations of our study provide promising avenues for further research.
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